* **TARGET ENCODING**

1. Target Encoding is a method used in machine learning for encoding categorical variables to create a numerical representation that can be used as input for predictive models. The idea is to replace each category by the mean target value for that category, so that the encoded variable carries information about the target's distribution for each category.
2. This is especially useful when working with high-cardinality categorical variables, where one-hot encoding may lead to a huge number of columns and increase the risk of overfitting. Target encoding is a simple and efficient way to handle this kind of data.
3. However, it is important to keep in mind that target encoding may lead to overfitting if not used carefully. For example, if a category only appears in the training data and not in the validation or test data, the encoded variable may not generalize well and the model's performance may suffer. To mitigate this, techniques such as cross-validation and regularization can be used.

**2. R- SQUARED VS MSE**

R-squared and Mean Squared Error (MSE) are two different evaluation metrics for measuring the performance of a regression model.

R-squared is a statistical measure that represents the proportion of the variance in the dependent variable that is predictable from the independent variable(s). It ranges from 0 to 1, where a value of 1 indicates that the model perfectly fits the data. The higher the R-squared value, the better the model fits the data.

MSE, on the other hand, measures the average squared difference between the actual and predicted values. It represents the average squared difference between the predicted values and the actual values in the test set. The lower the MSE, the better the model is at fitting the data.

Both R-squared and MSE are commonly used to evaluate regression models, but R-squared is more commonly used for model selection and MSE is more commonly used for model evaluation. However, it's important to note that high R-squared does not always mean that the model has a low MSE, and vice versa. It's always a good idea to consider both metrics together for a more comprehensive evaluation of the model's performancTop of Formeee e Bottom of Form

**3. ENSEMBLE TECHNIQUES**

Ensemble techniques are a type of machine learning that combine the predictions of multiple individual models to make a final prediction. The goal of ensemble techniques is to improve the overall performance of a model by leveraging the strengths of multiple models, while compensating for their weaknesses. There are several popular ensemble methods, including:

1. Bagging (Bootstrapped Aggregation): Bagging uses bootstrapping to generate multiple training sets from the original data, trains a separate model on each training set, and then aggregates the predictions from all models to produce a final prediction.
2. Boosting: Boosting trains multiple models sequentially, where each model focuses on correcting the errors made by the previous model. The final prediction is a weighted combination of the predictions from all models.
3. Random Forest: Random Forest is an extension of Bagging that introduces random feature selection in addition to bootstrapped training sets. This helps to further decorrelate the models and improve the overall performance.
4. Stacking: Stacking trains multiple models on the same data and uses their predictions as inputs to a final, meta-model that makes the final prediction.

Ensemble techniques are widely used in many applications, including classification, regression, and even reinforcement learning. They have been shown to outperform individual models in a wide range of scenarios and are considered to be among the state-of-the-art methods in many areas of machine learning.
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4. What is auto-Correlation ?

Autocorrelation is the measure of the degree of similarity between a given time series and the lagged version of that time series over successive time periods. It is similar to calculating the correlation between two different variables except in Autocorrelation we calculate the correlation between two different versions Xt and Xt-k of the same time series.

**The value of autocorrelation ranges from -1 to 1. A value between -1 and 0 represents negative autocorrelation. A value between 0 and 1 represents positive autocorrelation.**

**Autocorrelation gives information about the trend of a set of historical data so that it can be useful in the technical analysis for the equity market.**

#### ****Usage:****

* An autocorrelation test is used to detect randomness in the time-series. In many statistical processes, our assumption is that the data generated is random. For checking randomness, we need to check for the autocorrelation of lag 1.
* To determine whether there is a relation between past and future values of time series, we try to lag between different values.

**How It Works**

In many cases, the value of a variable at a point in time is related to the value of it at a previous point in time. Autocorrelation analysis measures the relationship of the observations between the different points in time, and thus seeks a pattern or trend over the time series.

For example, the temperatures on different days in a month are auto-correlated.

#### Testing For Autocorrelation

**Durbin-Watson Test:**

Durbin-Watson test is used to measure the amount of autocorrelation in residuals from the regression analysis. Durbin Watson test is used to check for the first-order autocorrelation.

The Durbin Watson test has values between 0 and 4. Below is the table containing values and their interpretations:

* 2: No autocorrelation. Generally, we assume 1.5 to 2.5 as no correlation.
* 0- <2: positive autocorrelation. The more close it to 0, the more signs of positive autocorrelation.
* >2 -4: negative autocorrelation. The more close it to 4, the more signs of negative autocorrelation.

5. What is multi-co-linearity.?

**Multicollinearity occurs when two or more independent variables are highly correlated with one another in a regression model.**

This means that an independent variable can be predicted from another independent variable in a regression model. For example, height and weight, household income and water consumption, mileage and price of a car, study time and leisure time, etc.

## ****The Problem with having Multicollinearity****

Multicollinearity can be a problem in a regression model because we would not be able to distinguish between the individual effects of the independent variables on the dependent variable. For example, let’s assume that in the following linear equation:

Y = W0+W1\*X1+W2\*X2

Coefficient W1 is the increase in Y for a unit increase in X1 while keeping X2 constant. But since X1 and X2 are highly correlated, changes in X1 would also cause changes in X2 and we would not be able to see their individual effect on Y.

“ This makes the effects of X1 on Y difficult to distinguish from the effects of X2 on Y. ”

Multicollinearity may not affect the accuracy of the model as much. But we might lose reliability in determining the effects of individual features in your model – and that can be a problem when it comes to interpretability.

## Introduction

Multicollinearity might be a handful to pronounce but it’s a topic you should be aware of in the machine learning field. I am familiar with it because of my statistics background but I’ve seen a lot of professionals unaware that multicollinearity exists.

This is especially prevalent in those machine learning folks who come from a non-mathematical background. And while yes, multicollinearity might not be the most crucial topic to grasp in your journey, it’s still important enough to learn. Especially if you’re sitting for data scientist interviews!

So in this article, we will understand what multicollinearity is, why it’s a problem, what causes multicollinearity, and then understand how to detect and fix multicollinearity.
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## What is Multicollinearity?

Multicollinearity occurs when two or more independent variables are highly correlated with one another in a regression model.

This means that an independent variable can be predicted from another independent variable in a [regression model](https://courses.analyticsvidhya.com/courses/Fundamentals-of-Regression-Analysis?utm_source=blog&utm_medium=what-is-multicollinearity). For example, height and weight, household income and water consumption, mileage and price of a car, study time and leisure time, etc.

Let me take a simple example from our everyday life to explain this. Colin loves watching television while munching on chips. The more television he watches, the more chips he eats and the happier he gets!

Now, if we could quantify happiness and measure Colin’s happiness while he’s busy doing his favourite activity, which do you think would have a greater impact on his happiness? Having chips or watching television? That’s difficult to determine because the moment we try to measure Colin’s happiness from eating chips, he starts watching television. And the moment we try to measure his happiness from watching television, he starts eating chips.

Eating chips and watching television are highly correlated in the case of Colin and we cannot individually determine the impact of the individual activities on his happiness. This is the multicollinearity problem!

So why should you worry about multicollinearity in the [machine learning](https://courses.analyticsvidhya.com/courses/applied-machine-learning-beginner-to-professional?utm_source=blog&utm_medium=what-is-multicollinearity) context? Let’s answer that question next.

## ****The Problem with having Multicollinearity****

Multicollinearity can be a problem in a regression model because we would not be able to distinguish between the individual effects of the independent variables on the dependent variable. For example, let’s assume that in the following linear equation:

Y = W0+W1\*X1+W2\*X2

Coefficient W1 is the increase in Y for a unit increase in X1 while keeping X2 constant. But since X1 and X2 are highly correlated, changes in X1 would also cause changes in X2 and we would not be able to see their individual effect on Y.

“ This makes the effects of X1 on Y difficult to distinguish from the effects of X2 on Y. ”

Multicollinearity may not affect the accuracy of the model as much. But we might lose reliability in determining the effects of individual features in your model – and that can be a problem when it comes to [interpretability](https://www.analyticsvidhya.com/blog/2019/08/decoding-black-box-step-by-step-guide-interpretable-machine-learning-models-python/?utm_source=blog&utm_medium=what-is-multicollinearity).

## ****What causes Multicollinearity?****

Multicollinearity could occur due to the following problems:

* Multicollinearity could exist because of the problems in the dataset at the time of creation. These problems could be because of poorly designed experiments, highly observational data, or the inability to manipulate the data:
  + For example, determining the electricity consumption of a household from the household income and the number of electrical appliances. Here, we know that the number of electrical appliances in a household will increase with household income. However, this cannot be removed from the dataset
* Multicollinearity could also occur when new variables are created which are dependent on other variables:
  + For example, creating a variable for BMI from the height and weight variables would include redundant information in the model
* Including identical variables in the dataset:
  + For example, including variables for temperature in Fahrenheit and temperature in Celsius
* Inaccurate use of dummy variables can also cause a multicollinearity problem. This is called the **Dummy variable trap**:
  + For example, in a dataset containing the status of marriage variable with two unique values: ‘married’, ’single’. Creating dummy variables for both of them would include redundant information. We can make do with only one variable containing 0/1 for ‘married’/’single’ status.
* Insufficient data in some cases can also cause multicollinearity problems

Multicollinearity can be detected via various methods. In this article, we will focus on the most common one –**VIF (Variable Inflation Factors)**.

VIF score of an independent variable represents how well the variable is explained by other independent variables.

**R^2** value is determined to find out how well an independent variable is described by the other independent variables. A high value of **R^2** means that the variable is highly correlated with the other variables. This is captured by the **VIF** which is denoted below:

![https://cdn.analyticsvidhya.com/wp-content/uploads/2020/03/multicollinearity_VIF.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHUAAAA+CAAAAAAw8AvPAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAGESURBVHja7dh/jcUgDAfwrwU0YGEeKmEaZgEHOMABCqYAAzMwB/XQCzB2yR277PIG9yP0r2Uvy+dRutIM8hOBoQ51qL9BDVPoru4EdFeZwtpfjRke6lD/tsoG5rZqsZQ7Grs4WBHZkGO+j1J6gG6qG5SUKx3/hE3JUhTDNuvDGmu+MHDvKkmbKKopKY4J7qbuR4o3TNJPlQk+r9lfqgsdYR5TXS5VBZaP1bSee38EPaYyordmu6g53NWz34irLjHH3C65lO/t6xOqj8tUSqRnNQkr8Hq8P3W1wb7G7LrlaN3dajhW0qS0dM5wyqDpr1pgKy9vPnNeVz0B09Z79icru6an1X22tXkixlR6Gs3PqmyA2ulrEYTLCxHUwxmePV+oacXpJ/95W1/f16pKlJpdSChLJxVW2KvY51bNwrqVerb587CikE/OWgdtslaLXWa1N5yHayrpuF7XWU0n11eN7VXVg/jzPZMG8tBItbVBYctDjzu7+vjyM9ShDnWoQx3q/1XfAH03wQ9zu/gRAAAAAElFTkSuQmCC)

So, the closer the **R^2** value to 1, the higher the value of VIF and the higher the multicollinearity with the particular independent variable.

* VIF starts at 1 and has no upper limit
* VIF = 1, no correlation between the independent variable and the other variables
* VIF exceeding 5 or 10 indicates high multicollinearity between this independent variable and the others

## ****Fixing Multicollinearity****

Dropping one of the correlated features will help in bringing down the multicollinearity between correlated features

Dropping variables should be an iterative process starting with the variable having the largest VIF value because its trend is highly captured by other variables. If you do this, you will notice that VIF values for other variables would have reduced too, although to a varying extent.

Other method to remove multicolinearity: PCA and CORRELATION MATRIX

6. what is PCA and explain in what manner PCA is applied.?

***Please Read this article:***

[rameshdadheechnotes](https://www.analyticsvidhya.com/blog/2020/12/an-end-to-end-comprehensive-guide-for-pca/)

7.RMSE should be low or high?

RMSE (Root Mean Square Error) is a measure of the difference between predicted and actual values in a dataset. Generally speaking, a lower RMSE indicates better predictive performance of a model.

Therefore, in most cases, it is desirable for the RMSE to be as low as possible, as this indicates that the model's predictions are close to the actual values in the dataset. However, the exact threshold for what constitutes a "good" or "low" RMSE will depend on the specific context and the nature of the problem being analyzed.

In some cases, a higher RMSE may be acceptable, for example, if the dataset is noisy or the predictions do not need to be highly accurate. However, in general, a lower RMSE is usually better.

**Root Mean Squared Error (RMSE) is the square root of the mean squared error between the predicted and actual values.**

RMSE is a metric which ranges from 0 to infinity, where the closer the score is to 0 the better performing the model is. So the RMSE value should be as low as possible.

8. What are Eigen values and Eigen vectors ?

[click here](https://towardsdatascience.com/eigenvectors-and-eigenvalues-all-you-need-to-know-df92780c591f)

9. Explain how we come to the Principal Component Analysis to the given feature.?

Follow question 6

10. R-squared should be high or low and what is the range of R-squared.

R-squared is a statistical measure that represents the proportion of the variance in the dependent variable that is explained by the independent variable(s) in a regression model. R-squared can range from 0 to 1, where 0 indicates that the model explains none of the variance in the dependent variable, and 1 indicates that the model explains all of the variance.

A high R-squared value indicates that the model is a good fit for the data, as it explains a large proportion of the variance in the dependent variable. However, it is important to note that a high R-squared value does not necessarily mean that the model is a good predictor of the dependent variable, as the model may be overfitting the data.

A low R-squared value indicates that the model does not explain much of the variance in the dependent variable, and therefore, it may not be a good fit for the data.

In general, there is no specific cutoff for what constitutes a high or low R-squared value, as this can vary depending on the context and the type of data being analyzed. However, as a general rule of thumb, an R-squared value above 0.7 is often considered a good fit for the data, while an R-squared value below 0.3 may be considered a poor fit.

11. Difference between R-squared - and adjusted R-squared.?

R-squared and adjusted R-squared are both statistical measures that are used to evaluate the goodness-of-fit of regression models. However, they differ in their calculation and interpretation.

R-squared is the proportion of the variance in the dependent variable that is explained by the independent variable(s) in a regression model. It is calculated as the ratio of the explained variance to the total variance in the dependent variable. R-squared can range from 0 to 1, where a value of 1 indicates a perfect fit of the model to the data.

Adjusted R-squared, on the other hand, is a modified version of R-squared that takes into account the number of independent variables in the model. Adjusted R-squared is calculated as 1 - [(1 - R-squared) \* (n - 1) / (n - k - 1)], where n is the number of observations and k is the number of independent variables. Adjusted R-squared penalizes models that have more independent variables, as adding more variables may increase R-squared even if they do not add much predictive power to the model.

The main difference between R-squared and adjusted R-squared is that adjusted R-squared accounts for the number of independent variables in the model, while R-squared does not. Adjusted R-squared is often preferred to R-squared when comparing models with different numbers of independent variables, as it provides a more accurate measure of the goodness-of-fit.

In general, a higher R-squared or adjusted R-squared value indicates a better fit of the model to the data, although it is important to note that these measures do not necessarily indicate the predictive power of the model.

more details [click here](https://www.analyticsvidhya.com/blog/2020/07/difference-between-r-squared-and-adjusted-r-squared/)

12. What is over fit condition in regression.?

Overfitting in regression occurs when a model is too complex and fits the training data too closely, to the point where it becomes less accurate in predicting new or unseen data. Overfitting occurs when the model captures the noise or random fluctuations in the training data instead of the underlying patterns.

When a regression model is overfit, it has a low bias (i.e., it fits the training data well) but a high variance (i.e., it performs poorly on new data). This means that the model is too sensitive to small fluctuations in the training data, and as a result, it does not generalize well to new data.

Overfitting can be caused by several factors, including:

1. Too many predictor variables: When the number of predictor variables in the model is large compared to the number of observations, it can lead to overfitting.
2. Small sample size: When the sample size is small, it can be difficult to identify the underlying patterns in the data, leading to overfitting.
3. Complex models: Models that are too complex, such as those with a large number of interaction terms, can be prone to overfitting.
4. Noise in the data: If there is a lot of noise or random fluctuations in the data, the model may pick up on these instead of the underlying patterns, leading to overfitting.

To avoid overfitting, it is important to use techniques such as cross-validation and regularization, which can help to identify the optimal level of model complexity and prevent the model from overfitting to the training data.

For more details [click here](https://medium.datadriveninvestor.com/the-problem-of-overfitting-in-regression-and-how-to-avoid-it-dac4d49d836f)

13. What is bias and variance.?

Bias and variance are two concepts that are used to evaluate the accuracy of statistical models, including machine learning models.

Bias refers to the difference between the expected or average prediction of a model and the true value of the target variable. A model with high bias is unable to capture the underlying patterns in the data and may make systematic errors in its predictions. This can occur when the model is too simple and does not capture the complexity of the data.

Variance, on the other hand, refers to the variability of a model's predictions for different samples of the data. A model with high variance is sensitive to small fluctuations in the training data and may not generalize well to new data. This can occur when the model is too complex and overfits the training data.

The relationship between bias and variance is often described as the bias-variance tradeoff. Models that are too simple may have high bias but low variance, while models that are too complex may have low bias but high variance. The goal is to find a model that strikes a balance between bias and variance, and that generalizes well to new data.

To achieve this balance, various techniques can be used, such as regularization, cross-validation, and ensemble methods. Regularization can help to reduce variance by penalizing complex models, while cross-validation can help to identify the optimal level of model complexity. Ensemble methods, such as bagging and boosting, can help to reduce variance by combining the predictions of multiple models.

For more details [click here](https://www.analyticsvidhya.com/blog/2020/08/bias-and-variance-tradeoff-machine-learning/)

13. What is under-fit condition in regression and classification?

Underfitting is a common problem in machine learning models, including regression and classification, where the model is not complex enough to capture the underlying patterns in the data. In underfitting, the model is too simple and is not able to fit the training data well.

In regression, underfitting occurs when the model is unable to capture the relationship between the independent variables and the dependent variable. This leads to high bias and low variance, and the model is not able to make accurate predictions on the training set as well as the test set.

In classification, underfitting occurs when the model is not able to capture the patterns in the data and makes incorrect predictions on both the training and test set. This can that separates the classes in the data.

To overcome underfitting, we can try increasing the complexity of the model, such as adding more layers in a neural network or increasing the degree of the polynomial in a regression model. Another approach is to increase the amount of data available for training the model.

happen when the model is too simple and is unable to learn the decision boundary
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14. What are the techniques in regression to handle over-fit condition?

Overfitting is a common problem in regression analysis, which occurs when the model fits too closely to the training data and fails to generalize well to new data. There are several techniques that can be used to handle overfitting in regression:

1. Cross-validation: Cross-validation is a technique that involves dividing the data into training and validation sets, and then fitting the model on the training set and evaluating it on the validation set. This helps in estimating the model's generalization performance and prevents overfitting.
2. Regularization: Regularization is a technique that adds a penalty term to the loss function in order to prevent the model from fitting the noise in the data. L1 regularization (Lasso) and L2 regularization (Ridge) are commonly used techniques in regression analysis.
3. Feature selection: Feature selection involves selecting only the most relevant features that are important for predicting the target variable. This helps in reducing the complexity of the model and preventing overfitting.
4. Early stopping: Early stopping is a technique that involves monitoring the validation error during training and stopping the training when the validation error starts increasing. This helps in preventing overfitting by stopping the model from learning the noise in the data.
5. Ensembling: Ensembling involves combining multiple models to make better predictions. This helps in reducing overfitting by combining the strengths of multiple models and reducing the weaknesses of individual models.

Overall, the key to handling overfitting in regression analysis is to balance model complexity and predictive power. By using these techniques, it is possible to build robust and accurate regression models that can generalize well to new data.

?

15 . What is cross validation? Explain different type of cross validation methods?

Cross-validation is a technique used in machine learning and statistics to evaluate the performance of a model. It involves partitioning a dataset into multiple subsets or folds, training the model on some folds, and testing it on the remaining folds. This process is repeated multiple times, with different folds used for training and testing, and the results are averaged to obtain a more reliable estimate of the model's performance.

There are several types of cross-validation techniques, including:

1. k-fold cross-validation: In k-fold cross-validation, the dataset is divided into k equal-sized folds. The model is trained on k-1 folds and tested on the remaining fold. This process is repeated k times, with each fold being used once for testing.
2. Stratified k-fold cross-validation: Stratified k-fold cross-validation is similar to k-fold cross-validation, but it ensures that each fold contains roughly the same proportion of each class in the target variable. This is useful when dealing with imbalanced datasets where some classes may be underrepresented.
3. Leave-one-out cross-validation: In leave-one-out cross-validation, each observation in the dataset is used as a separate test set, and the model is trained on the remaining observations. This is computationally expensive, but it provides the most accurate estimate of the model's performance.
4. Shuffle split cross-validation: Shuffle split cross-validation randomly shuffles the data and splits it into training and test sets multiple times. This can be useful when the dataset is very large or when the observations are not independent and identically distributed.
5. Time series cross-validation: Time series cross-validation is used when dealing with time-dependent data. It involves splitting the data into training and test sets based on time, with the training set containing data from earlier time periods and the test set containing data from later time periods.

In general, the choice of cross-validation technique depends on the nature of the dataset and the problem at hand. The goal is to choose a technique that provides a reliable estimate of the model's performance while being computationally feasible.
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More about this [Click here](https://www.analyticsvidhya.com/blog/2021/05/4-ways-to-evaluate-your-machine-learning-model-cross-validation-techniques-with-python-code/)

16. What is decision tree?

In machine learning, decision trees are a popular algorithm used for classification and regression tasks. The decision tree algorithm builds a tree-like model of decisions and their possible consequences based on the input data. Each node in the tree represents a decision based on a feature of the data, and the branches represent the possible outcomes of that decision.

The process of building a decision tree involves recursively splitting the data into subsets based on the most informative features until a stopping criterion is met. The most informative feature is selected based on a measure of the quality of the split, such as information gain or Gini index.

Once the decision tree is built, it can be used for prediction by traversing the tree from the root node to a leaf node, which represents a class label or a numerical value in the case of regression.

One of the advantages of decision trees is their interpretability, as the tree structure can be easily visualized and understood. However, they can suffer from overfitting if the tree is too complex, and they may not perform well on datasets with high-dimensional features or noisy data. To address these limitations, various ensemble methods, such as random forests and gradient boosting, have been developed to improve the performance of decision trees.
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For more details [click here](https://www.analyticsvidhya.com/blog/2021/08/decision-tree-algorithm/)

17. What is entropy? Explain different ways of calculate entropy?

Entropy is a concept in machine learning that is often used as a measure of the impurity or disorder in a set of data. It is a statistical measure of uncertainty that is used to determine how well a given set of features can be used to classify or predict outcomes.

In the context of decision trees, entropy is used to determine the best split point for a given feature in order to maximize the information gain. Information gain is the difference between the entropy of the parent node and the weighted sum of the entropies of the child nodes resulting from the split.

The formula for entropy is:

H = - Σ p(x) log p(x)

where **p(x)** is the proportion of data points belonging to class **x**. The entropy value ranges from 0 (completely pure, all data points belong to the same class) to 1 (completely impure, data points are evenly distributed across all classes).

In summary, entropy is a measure of uncertainty used in machine learning to determine the best split point for decision trees, based on maximizing the information gain.

There are two common ways to calculate entropy in machine learning: using Shannon entropy and using Gini impurity.

1. Shannon entropy: Shannon entropy is a measure of the information contained in a random variable, and it is calculated using the formula:

cssCopy code

H(S) = - Σ p(i) \* log2 p(i)

where **H(S)** is the entropy of the data set **S**, **p(i)** is the proportion of instances in **S** that belong to class **i**, and **log2** is the logarithm base 2.

1. Gini impurity: Gini impurity is a measure of the probability of misclassifying a randomly chosen element in the data set, and it is calculated using the formula:

G(S) = 1 - Σ p(i)^2

where **G(S)** is the Gini impurity of the data set **S**, and **p(i)** is the proportion of instances in **S** that belong to class **i**.

Both entropy and Gini impurity are used in decision trees to determine the best split for a given node in the tree. The split with the highest information gain or lowest impurity is chosen as the best split. Both measures have their own advantages and disadvantages, and the choice between them depends on the specific problem and the characteristics of the data set.
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Must read [click here](https://www.analyticsvidhya.com/blog/2020/11/entropy-a-key-concept-for-all-data-science-beginners/)

18. What is the evaluation metrics used in the classification?

There are several evaluation metrics that can be used in classification tasks, depending on the specific problem and the goals of the analysis. Some of the most common evaluation metrics for classification are:

1. Accuracy: This measures the proportion of correct predictions among all predictions made. It is calculated as:

accuracy = (TP + TN) / (TP + TN + FP + FN)

where **TP** is the number of true positives(correctly predicted positives), **TN** is the number of true negatives (correctly predicted negatives), **FP** is the number of false positives (incorrectly predicted positives), and **FN** is the number of false negatives (incorrectly predicted negatives).

1. Precision: This measures the proportion of true positives among all predicted positives. It is calculated as:

precision = TP / (TP + FP)

1. Recall (also known as sensitivity or true positive rate): This measures the proportion of true positives among all actual positives. It is calculated as:

recall = TP / (TP + FN)

1. F1 score: This is the harmonic mean of precision and recall, and it balances between the two metrics. It is calculated as:

F1 = 2 \* (precision \* recall) / (precision + recall)

### There are also other evaluation metrics that can be used in classification, such as specificity (true negative rate), ROC curve and AUC (area under the curve), and confusion matrix. The choice of evaluation metrics depends on the specific problem and the requirements of the analysis.

Must Read [click here](https://www.analyticsvidhya.com/blog/2021/07/metrics-to-evaluate-your-classification-model-to-take-the-right-decisions/%23:~:text=Accuracy%2C%20confusion%20matrix%2C%20log%2D,used%20metrics%20for%20classification%20problems).

19. What is the relationship between bias and variance to under-fit and over-fit?

In machine learning, bias and variance are two important sources of error that can affect the performance of a model.

Bias refers to the difference between the predicted values of the model and the true values, due to a simplifying assumption made by the model. A high bias can result in an under-fit model, which means that the model is not able to capture the complexity of the data and performs poorly on both the training and test data.

Variance, on the other hand, refers to the variability of the predicted values of the model for different training data sets. A high variance can result in an over-fit model, which means that the model fits the training data too closely and does not generalize well to new data.

To find the right balance between bias and variance, one needs to optimize the complexity of the model. A model that is too simple (e.g., linear regression on a non-linear dataset) will have high bias and low variance, resulting in under-fit. A model that is too complex (e.g., high-degree polynomial regression) will have low bias and high variance, resulting in over-fit. Therefore, the goal is to find the sweet spot where the model has just the right amount of complexity to minimize both bias and variance, and generalize well to new data.

Must read [click here](https://www.analyticsvidhya.com/blog/2020/08/bias-and-variance-tradeoff-machine-learning/)

20. How can we create different sample for a population?

There are several ways to create different samples for a population, depending on the sampling method used. Some common sampling methods are:

1. Simple Random Sampling: In this method, each member of the population has an equal chance of being selected for the sample. To create a sample, you can use a random number generator to select members from the population.
2. Stratified Sampling: In this method, the population is divided into strata (subgroups) based on certain characteristics, and samples are selected from each stratum. This method ensures that each subgroup is represented in the sample.
3. Cluster Sampling: In this method, the population is divided into clusters (groups) and samples are selected from each cluster. This method is useful when the population is geographically dispersed.
4. Systematic Sampling: In this method, the sample is selected by choosing every nth member of the population. This method is useful when the population is large and a complete list is available.
5. Convenience Sampling: In this method, samples are selected based on their availability and accessibility. This method is less reliable as it may introduce bias and may not represent the population as a whole.

It is important to choose the appropriate sampling method based on the research question and the characteristics of the population. Additionally, the sample size should be large enough to reduce sampling error and increase the reliability of the results.
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[click here](https://www.analyticsvidhya.com/blog/2021/09/a-complete-guide-on-sampling-techniques/) for more detail

21.What are assumptions for regression ?

There are several ways to create different samples for a population, depending on the sampling method used. Some common sampling methods are:

1. Simple Random Sampling: In this method, each member of the population has an equal chance of being selected for the sample. To create a sample, you can use a random number generator to select members from the population.
2. Stratified Sampling: In this method, the population is divided into strata (subgroups) based on certain characteristics, and samples are selected from each stratum. This method ensures that each subgroup is represented in the sample.
3. Cluster Sampling: In this method, the population is divided into clusters (groups) and samples are selected from each cluster. This method is useful when the population is geographically dispersed.
4. Systematic Sampling: In this method, the sample is selected by choosing every nth member of the population. This method is useful when the population is large and a complete list is available.
5. Convenience Sampling: In this method, samples are selected based on their availability and accessibility. This method is less reliable as it may introduce bias and may not represent the population as a whole.

It is important to choose the appropriate sampling method based on the research question and the characteristics of the population. Additionally, the sample size should be large enough to reduce sampling error and increase the reliability of the results

More details [click here](https://www.analyticsvidhya.com/blog/2016/07/deeper-regression-analysis-assumptions-plots-solutions/)

22. What is multi co-linearity ? how did you check for multi colinearity?

Multicollinearity is a phenomenon in which two or more independent variables in a regression model are highly correlated, which can lead to unstable and unreliable estimates of the regression coefficients. This means that the independent variables are not providing unique and independent information to the model, but rather are duplicating information that is already captured by other variables in the model.

To check for multicollinearity, there are several methods:

1. Correlation matrix: One way to detect multicollinearity is by examining the correlation matrix between the independent variables. If two or more variables have a correlation coefficient of greater than 0.7 or -0.7, this suggests high correlation and may indicate multicollinearity.
2. Variance Inflation Factor (VIF): VIF is a measure of the extent to which the variance of the estimated regression coefficient is inflated due to multicollinearity. A VIF of 1 indicates no multicollinearity, while a VIF greater than 1 suggests the presence of multicollinearity. A commonly used rule of thumb is that a VIF greater than 5 or 10 indicates problematic multicollinearity.
3. Eigenvalues and eigenvectors: Another way to detect multicollinearity is through the eigenvalues and eigenvectors of the correlation matrix. If one or more eigenvalues are close to zero, this suggests that the variables are linearly dependent and may indicate multicollinearity.
4. Tolerance: Tolerance is the reciprocal of VIF, and a tolerance value less than 0.1 indicates problematic multicollinearity.

It is important to note that no single method is perfect, and it is recommended to use a combination of methods to check for multicollinearity. If multicollinearity is detected, there are several ways to address it, such as dropping one of the correlated variables or using dimension reduction techniques such as principal component analysis.

[must read for more details](https://www.analyticsvidhya.com/blog/2020/03/what-is-multicollinearity/)

23. Can we use P-value to choose relevant features? How?

P-values are typically used in statistical hypothesis testing to assess the significance of a difference or association between two groups or variables. In the context of feature selection, the goal is to identify which features are most relevant or important for predicting the outcome of interest.

While it is possible to use P-values to help select features, it is not always the best approach. One reason is that P-values alone do not provide information about the effect size or practical significance of a feature. In addition, P-values can be influenced by sample size and other factors that may not reflect the true importance of a feature.

That said, if you still want to use P-values to select features, you can follow these general steps:

1. Perform a statistical test, such as a t-test or ANOVA, to compare the outcome variable between each feature category or group.
2. Calculate the P-value for each test.
3. Sort the features based on their P-values, with lower P-values indicating greater evidence against the null hypothesis that there is no difference between the groups.
4. Choose a significance threshold, such as 0.05 or 0.01, below which you consider a feature to be significant.
5. Select the features with P-values below the threshold as relevant features.

However, keep in mind that this approach has limitations and may not always result in the best feature selection. It is recommended to use other techniques, such as machine learning algorithms, to perform feature selection and evaluate their performance.
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[click here](https://www.analyticsvidhya.com/blog/2021/06/feature-selection-using-statistical-tests/)

24. What are different evaluation metrics that we consider while building a regression model ?

When building a regression model, there are several evaluation metrics that can be used to assess the performance of the model. Some commonly used evaluation metrics include:

1. Mean Squared Error (MSE): MSE measures the average squared difference between the predicted and actual values of the outcome variable. Lower values of MSE indicate better model performance.
2. Root Mean Squared Error (RMSE): RMSE is the square root of the MSE and provides a measure of the average difference between predicted and actual values in the same units as the outcome variable.
3. Mean Absolute Error (MAE): MAE measures the average absolute difference between the predicted and actual values of the outcome variable. Like MSE and RMSE, lower values of MAE indicate better model performance.
4. R-squared (R²): R-squared is a statistical measure that represents the proportion of variance in the outcome variable that is explained by the regression model. Higher values of R-squared indicate better model performance.
5. Adjusted R-squared: Adjusted R-squared is a modified version of R-squared that accounts for the number of predictors in the model. It provides a more accurate measure of model performance when adding additional predictors.
6. Mean Absolute Percentage Error (MAPE): MAPE measures the percentage difference between the predicted and actual values of the outcome variable. It provides an indication of the magnitude of error relative to the actual value.
7. Root Mean Squared Percentage Error (RMSPE): RMSPE is the square root of the mean of the squared percentage difference between the predicted and actual values of the outcome variable.

These evaluation metrics can help you determine the accuracy and reliability of your regression model and identify areas for improvement. It is important to choose the appropriate evaluation metric based on your specific problem and the nature of your data.

For more details [click here](https://www.analyticsvidhya.com/blog/2021/05/know-the-best-evaluation-metrics-for-your-regression-model/)

25. Difference between linear regression and logistic regression?

Linear regression and logistic regression are both techniques used in machine learning and statistics to model the relationship between predictor variables and a response variable. However, they differ in several key ways:

1. Response variable: Linear regression is used when the response variable is continuous, whereas logistic regression is used when the response variable is categorical (binary or multi-class).
2. Model output: Linear regression models produce continuous output, while logistic regression models produce a probability estimate that a particular observation belongs to a certain class. The predicted output can be thresholded to make binary class predictions.
3. Model equation: The model equation for linear regression is a linear combination of the predictor variables, where the coefficients represent the slope of the relationship between the predictor variables and the response variable. In contrast, the model equation for logistic regression is a logit function that transforms the linear combination of predictor variables into a probability estimate.
4. Objective function: Linear regression aims to minimize the sum of squared errors between the predicted and actual values, whereas logistic regression aims to maximize the likelihood function that describes the probability of observing the data given the model parameters.
5. Assumptions: Linear regression assumes a linear relationship between the predictor variables and the response variable, normal distribution of the errors, and homoscedasticity of the errors. Logistic regression assumes that the logit function provides a good fit for the relationship between the predictor variables and the response variable, and that the observations are independent.

In summary, linear regression is used when the response variable is continuous and the goal is to predict the value of the response variable, while logistic regression is used when the response variable is categorical and the goal is to predict the probability that an observation belongs to a certain class.
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[click here for more details](https://www.geeksforgeeks.org/ml-linear-regression-vs-logistic-regression/) or [click here](https://www.analyticsvidhya.com/blog/2020/12/beginners-take-how-logistic-regression-is-related-to-linear-regression/%23:~:text=Linear%20regression%20provides%20a%20continuous,values%20to%20the%20sigmoid%20curve.)

26. What type of output gives Logistic Regression and Linear Regression ?

Logistic regression and linear regression produce different types of output:

1. Linear Regression: The output of linear regression is a continuous value that represents the predicted value of the response variable given a set of predictor variables. This value can be positive or negative and can take any value within a range, depending on the nature of the response variable. The output can be interpreted as the expected change in the response variable for a one-unit increase in the predictor variable, holding all other variables constant.
2. Logistic Regression: The output of logistic regression is a probability value that represents the probability that an observation belongs to a certain class, given a set of predictor variables. The probability value is always between 0 and 1, with 0 indicating a low probability of belonging to the class and 1 indicating a high probability of belonging to the class. The output can be thresholded to make binary class predictions by setting a cutoff probability value.

In summary, linear regression produces a continuous output, while logistic regression produces a probability value that represents the likelihood of belonging to a certain class.
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[click here](https://www.analyticsvidhya.com/blog/2020/12/beginners-take-how-logistic-regression-is-related-to-linear-regression/%23:~:text=Linear%20regression%20provides%20a%20continuous,values%20to%20the%20sigmoid%20curve.)

27.If output gives in continuous format how we classify it into 0’s and 1’s ?

In machine learning, if we have a continuous output from a model such as linear regression, we can use a threshold to classify the output as either 0 or 1. This process is called thresholding.

For example, let's say we have a linear regression model that predicts the probability of a customer buying a product based on their age. The output of the model is a continuous value between 0 and 1. To classify a customer as either likely or unlikely to buy the product, we can choose a threshold value (e.g. 0.5) and classify all predicted probabilities above the threshold as 1 (likely to buy) and all predicted probabilities below the threshold as 0 (unlikely to buy).

This process is commonly used in logistic regression models as well, where the output is a probability value that represents the likelihood of belonging to a certain class (e.g. 0 or 1). The threshold value can be adjusted to optimize the trade-off between precision and recall of the classification.

28. Explain how Anova works?

Analysis of Variance (ANOVA) is a statistical method that is used to compare the means of two or more groups of data. ANOVA works by comparing the variation between groups to the variation within groups.

The basic idea behind ANOVA is that it partitions the total variation in a dataset into two components: the variation between groups and the variation within groups. If the variation between groups is significantly greater than the variation within groups, then it is likely that the means of the groups are significantly different from each other.

To perform ANOVA, we first calculate the sum of squares for the total dataset, as well as the sum of squares for the variation between groups and the sum of squares for the variation within groups.

The sum of squares for the total dataset is the sum of the squared deviations of each observation from the overall mean. The sum of squares for the variation between groups is the sum of the squared deviations of each group mean from the overall mean, multiplied by the number of observations in each group. The sum of squares for the variation within groups is the sum of the squared deviations of each observation from its group mean.

We then use these sum of squares values to calculate the degrees of freedom for each component, and use them to calculate the mean square values for the variation between groups and the variation within groups.

Finally, we calculate an F statistic by dividing the mean square for the variation between groups by the mean square for the variation within groups. We compare this F statistic to a critical value based on the degrees of freedom, and if the F statistic is greater than the critical value, we reject the null hypothesis that the means of the groups are equal.

In summary, ANOVA works by comparing the variation between groups to the variation within groups, and uses this information to determine whether the means of the groups are significantly different from each other.

For more details [click here](https://www.analyticsvidhya.com/blog/2018/01/anova-analysis-of-variance/)

29. When t-test independent can be applied?

An independent samples t-test, also known as a two-sample t-test, is used when the two groups being compared are independent of each other. In other words, the observations in one group are not related to the observations in the other group.

The independent samples t-test can be applied when the following conditions are met:

1. Independent observations: The observations in each group must be independent of each other. This means that there should be no relationship between the observations in one group and the observations in the other group.
2. Normality: The distribution of scores in each group should be approximately normal. This means that the data should be roughly bell-shaped and symmetric.
3. Homogeneity of variances: The variances of the two groups should be approximately equal. This means that the spread of scores in each group should be similar.

If these assumptions are met, we can use the independent samples t-test to compare the means of the two groups and determine whether the difference between them is statistically significant. The test produces a t-statistic and a p-value, which can be used to make conclusions about the significance of the difference between the means. If the p-value is less than a predetermined level of significance (usually 0.05), we reject the null hypothesis and conclude that there is a significant difference between the means of the two groups.
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30. How Supervised learning different from unsupervised learning?

Supervised learning and unsupervised learning are two major categories of machine learning. The main difference between them is the type of data they use for training and the nature of the learning task.

Supervised learning is a type of machine learning where the algorithm is trained using a labeled dataset, meaning that each input data point is associated with a corresponding output value or label. The goal of supervised learning is to use this labeled dataset to learn a function that can map new inputs to their correct output values. This means that the algorithm is provided with the correct answers during training, and it tries to learn the underlying patterns and relationships between the inputs and the outputs.

Examples of supervised learning include classification tasks, such as image classification or spam detection, where the goal is to predict a discrete label or category for each input, and regression tasks, such as stock price prediction or weather forecasting, where the goal is to predict a continuous value for each input.

Unsupervised learning, on the other hand, is a type of machine learning where the algorithm is trained using an unlabeled dataset, meaning that there are no corresponding output values or labels for each input data point. The goal of unsupervised learning is to identify patterns and relationships within the data without any prior knowledge of what the data represents. This means that the algorithm has to discover the structure of the data on its own, without any guidance from a teacher or a correct answer.

Examples of unsupervised learning include clustering tasks, where the goal is to group similar data points together into clusters, and dimensionality reduction tasks, where the goal is to reduce the number of features in the data while retaining its essential information.

In summary, the main difference between supervised and unsupervised learning is that supervised learning uses labeled data to learn a function that can map new inputs to their correct outputs, while unsupervised learning uses unlabeled data to discover patterns and relationships within the data without any guidance or supervision.

[click here for more details](https://www.analyticsvidhya.com/blog/2021/04/understanding-supervised-and-unsupervised-learning/)

31. Can you give me the steps followed in k-means clustering?

For answer you need to read this [click here](https://www.analyticsvidhya.com/blog/2019/08/comprehensive-guide-k-means-clustering/%20%09%20)

32. Does k-Means dependent on the distance between data points ?

Yes, k-Means clustering is dependent on the distance between data points. The algorithm uses the Euclidean distance between data points to calculate the similarity between them, and this similarity is used to assign data points to clusters.

In particular, the k-Means algorithm assigns data points to the nearest centroid based on the Euclidean distance between the data point and each centroid. The centroid is the center point of each cluster, and it is calculated as the mean of all the data points assigned to that cluster.

The choice of distance metric is important in k-Means clustering as it can affect the results of the clustering. While the Euclidean distance is commonly used, other distance metrics, such as Manhattan distance or cosine similarity, can also be used depending on the specific problem and data being analyzed.

Therefore, k-Means clustering is a distance-based clustering algorithm that relies on the similarity between data points to group them into clusters.
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33. How do we get optimal number of cluster?

The optimal number of clusters can be determined using various methods. Here are a few popular methods:

1. Elbow Method: This method involves plotting the sum of squared distances between data points and their assigned clusters against the number of clusters. The point where the rate of decrease in the sum of squared distances slows down or levels off is known as the elbow point. This point corresponds to the optimal number of clusters.
2. Silhouette Score: This method involves calculating the silhouette score for each number of clusters. The silhouette score measures how similar an object is to its own cluster compared to other clusters. The optimal number of clusters corresponds to the highest average silhouette score.
3. Gap Statistic: This method involves comparing the within-cluster dispersion (measured by sum of squared distances) to a reference distribution of data generated under null hypothesis. The optimal number of clusters is chosen as the smallest number of clusters for which the gap statistic is larger than the expected value under the null hypothesis.
4. Hierarchical Clustering: This method involves performing hierarchical clustering and then visualizing the resulting dendrogram. The optimal number of clusters corresponds to the number of clusters at the level where merging of clusters results in a significant increase in the distance between clusters.

It is important to note that the optimal number of clusters is not always clear-cut and may depend on the specific dataset and problem at hand. Therefore, it is recommended to use a combination of methods and expert judgement to determine the optimal number of clusters.

For more [click here](https://www.analyticsvidhya.com/blog/2021/05/k-mean-getting-the-optimal-number-of-clusters/)

Or [click here](https://towardsdatascience.com/how-many-clusters-6b3f220f0ef5%23:~:text=The%20silhouette%20coefficient%20may%20provide,peak%20as%20the%20optimum%20K).

34. Difference between scree plot and Silhouette method ?

**Both scree plot and silhouette method are used in unsupervised machine learning to evaluate the quality of clusterings. However, they serve different purposes.**

**A scree plot is a graphical representation of the eigenvalues of the components obtained from a principal component analysis (PCA). It is used to determine the number of principal components to retain. In cluster analysis, a scree plot is used to determine the number of clusters to form. The scree plot displays the amount of variance explained by each component or cluster, and the point where the plot starts to level off indicates the optimal number of components or clusters.**

**On the other hand, the silhouette method is used to evaluate the quality of the clustering. It is a measure of how similar an object is to its own cluster compared to other clusters. A silhouette score ranges from -1 to 1, where a score close to 1 indicates a well-clustered data point, while a score close to -1 indicates that the data point may be assigned to the wrong cluster. The silhouette method is used to choose the optimal number of clusters for a given dataset.**

**In summary, a scree plot is used to determine the number of components or clusters to retain, while the silhouette method is used to evaluate the quality of the clustering and determine the optimal number of clusters for a given dataset.**
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35. What is difference between actual and predicted statistics?

Actual statistics refer to the real-world data or measurements that have been collected through observations or experiments. These statistics represent what has actually happened or exists in a given situation.

On the other hand, predicted statistics are estimates or forecasts of what is expected to happen in the future or in a different scenario, based on statistical models or other methods of analysis.

The difference between actual and predicted statistics is often used as a measure of the accuracy of the prediction or the effectiveness of a statistical model. If the predicted statistics are close to the actual statistics, the model is considered to be accurate, and the prediction is considered to be reliable. If there is a significant difference between the actual and predicted statistics, it may indicate that the model needs to be revised or that the prediction was not accurate.

36. Difference between population and sample ?

Population and sample are two important concepts in statistics that are used to describe different groups of individuals or objects.

A population refers to the entire group of individuals or objects that meet a certain set of criteria. For example, the population of all students enrolled in a university, or the population of all adults in a particular country. In statistical analysis, a population is often the group of interest that we want to make inferences about.

A sample, on the other hand, is a subset of the population that is selected for analysis or study. The sample is chosen in a way that is representative of the population, so that the findings from the sample can be generalized to the larger population. For example, a researcher might select a random sample of 500 students from a university population of 10,000, in order to study their attitudes towards a certain issue.

The key difference between a population and a sample is that the population includes all individuals or objects that meet the criteria, whereas a sample is only a selected subset of the population. Additionally, a sample is typically chosen in a way that is intended to be representative of the population, so that the findings from the sample can be used to make inferences about the population as a whole.

37. Difference between parametric and non- parametric test.?

Parametric and non-parametric tests are two broad categories of statistical tests used in hypothesis testing.

Parametric tests assume that the data follows a specific probability distribution, usually a normal distribution, and that the parameters of the distribution are known. These tests are based on the values of the population parameters, such as the population mean and standard deviation. Examples of parametric tests include t-tests, ANOVA, and regression analysis. Parametric tests are generally more powerful than non-parametric tests when the assumptions of normality and homogeneity of variance are met.

Non-parametric tests, on the other hand, do not make any assumptions about the distribution of the data. Instead, they rely on the ranks or orderings of the data. Non-parametric tests are used when the data do not meet the assumptions of parametric tests or when the sample size is small. Examples of non-parametric tests include the Wilcoxon signed-rank test, the Mann-Whitney U test, and the Kruskal-Wallis test.

In summary, the main difference between parametric and non-parametric tests is that parametric tests assume a specific distribution and require certain assumptions to be met, while non-parametric tests do not make any assumptions about the distribution of the data and are more robust to violations of assumptions.

For more [click here](https://byjus.com/maths/difference-between-parametric-and-nonparametric/%23:~:text=The%20key%20difference%20between%20parametric,tendency%20with%20the%20median%20value).

38. Can you Explain when z-test and t-test applied ?

Both z-test and t-test are statistical tests used for hypothesis testing, but they are applied in different situations depending on the type of data and the population parameters being studied.

A z-test is used when the population variance is known and the sample size is large (typically n > 30). It is used to test the mean of a population when the population variance is known. The z-test assumes that the data follows a normal distribution. A common example of when a z-test is used is when testing the mean of a sample against a known population mean.

A t-test is used when the population variance is unknown and the sample size is small (typically n < 30). It is used to test the mean of a population when the population variance is unknown. The t-test assumes that the data follows a normal distribution. A common example of when a t-test is used is when testing the mean of a sample against a hypothesized population mean.

There are two types of t-tests: the one-sample t-test and the two-sample t-test. The one-sample t-test is used to test the mean of a single sample against a hypothesized population mean. The two-sample t-test is used to test the difference between the means of two independent samples.

In summary, a z-test is used when the population variance is known and the sample size is large, while a t-test is used when the population variance is unknown and the sample size is small.
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For more [click here](https://www.analyticsvidhya.com/blog/2020/06/statistics-analytics-hypothesis-testing-z-test-t-test/)

39. Which parametric test we will use for one categorical column and one numerical column?

If you have one categorical column and one numerical column, you can use a parametric test called the independent samples t-test or two-sample t-test. This test is used to compare the means of two independent samples.

To perform an independent samples t-test, you first divide your data into two groups based on the categorical variable. You then calculate the means and standard deviations of the numerical variable for each group. The t-test then compares the means of the two groups to determine whether they are significantly different from each other.

The independent samples t-test assumes that the data follows a normal distribution and that the variances of the two groups are equal. If the assumption of equal variances is violated, a modified version of the t-test called the Welch's t-test can be used.

Examples of when you might use an independent samples t-test include:

* Comparing the mean weight of male and female subjects in a study
* Comparing the mean scores of two different treatments on a group of patients
* Comparing the mean sales of two different products in a market

In summary, the independent samples t-test is a parametric test that can be used to compare the means of two independent samples when one variable is categorical and the other is numerical.

40. in order to made by classification model better what are the different techniques we can use ?

There are several techniques you can use to improve the performance of a classification model. Here are some common ones:

1. Feature selection: Feature selection involves selecting the most relevant features for the classification problem. This can help to reduce the complexity of the model, improve its accuracy, and speed up the training process. There are many techniques for feature selection, such as recursive feature elimination, mutual information, and principal component analysis.
2. Cross-validation: Cross-validation is a technique for evaluating the performance of a model by dividing the data into training and testing sets multiple times. This can help to prevent overfitting and ensure that the model generalizes well to new data. Common types of cross-validation include k-fold cross-validation and leave-one-out cross-validation.
3. Ensemble methods: Ensemble methods involve combining multiple models to improve the overall performance. Examples of ensemble methods include random forests, gradient boosting, and bagging.
4. Hyperparameter tuning: Many machine learning models have hyperparameters that need to be tuned in order to optimize the model's performance. Hyperparameter tuning involves selecting the best values for these hyperparameters. Techniques for hyperparameter tuning include grid search, random search, and Bayesian optimization.
5. Data preprocessing: Data preprocessing involves transforming and normalizing the data before feeding it into the model. This can help to improve the model's accuracy and reduce the impact of outliers. Techniques for data preprocessing include scaling, normalization, and imputation.

In summary, to improve the performance of a classification model, you can use techniques such as feature selection, cross-validation, ensemble methods, hyperparameter tuning, and data preprocessing.

For more [click here](https://www.analyticsvidhya.com/blog/2015/12/improve-machine-learning-results/)

41. In random forest how are the feature sampled?

Is there any parameter to check whether the feature are repeated or not ?

In a random forest algorithm, each decision tree is built using a randomly selected subset of features from the original dataset. The number of features in the subset is a hyperparameter that can be set by the user. By default, the number of features sampled is the square root of the total number of features in the dataset.

The random selection of features at each node of the decision tree helps to prevent overfitting and improve the generalization ability of the model. By only using a subset of features, the model is forced to focus on the most important features, while ignoring noise or irrelevant features.

To check whether features are repeated or not in a random forest model, you can use the "importance" attribute of the trained model. The importance of a feature is a measure of how much it contributes to the overall performance of the model. This attribute provides a ranking of the features based on their importance. If two or more features have the same importance score, it means that they have similar predictive power and may be considered redundant. In such cases, you can consider removing one of the features to simplify the model and improve its efficiency.

For more [must read](https://towardsdatascience.com/explaining-feature-importance-by-example-of-a-random-forest-d9166011959e)

42. Difference between ADAboost and XGboost ?

Both AdaBoost and XGBoost are popular machine learning algorithms used for classification and regression tasks. However, they differ in several key aspects:

1. Algorithm: AdaBoost stands for Adaptive Boosting and is a boosting algorithm. On the other hand, XGBoost stands for Extreme Gradient Boosting and is also a boosting algorithm but uses gradient boosting.
2. Performance: XGBoost usually performs better than AdaBoost, especially on large and complex datasets. This is because XGBoost is designed to handle high-dimensional data and can optimize more complex objective functions.
3. Regularization: XGBoost has built-in regularization techniques to prevent overfitting, such as L1 and L2 regularization. AdaBoost, on the other hand, does not have built-in regularization techniques.
4. Speed: XGBoost is faster than AdaBoost due to its parallel processing and optimized implementation.
5. Tuning: XGBoost has more hyperparameters to tune, which can make it more challenging to optimize. AdaBoost, on the other hand, has fewer hyperparameters and is generally easier to tune.

In summary, both algorithms have their strengths and weaknesses, and the choice of algorithm ultimately depends on the specific requirements of the task at hand. If you have a complex dataset and need high performance, XGBoost is likely the better choice. However, if you have a simpler dataset and want a simpler algorithm, AdaBoost may be a better option.

For more details [click here](https://towardsdatascience.com/the-ultimate-guide-to-adaboost-random-forests-and-xgboost-7f9327061c4f%23:~:text=Compared%20to%20random%20forests%20and,being%20significantly%20slower%20than%20XGBoost).

43. Are hierarchical and agglomerative clustering are same or not ?

Hierarchical clustering and agglomerative clustering are related concepts, but they are not exactly the same.

Hierarchical clustering refers to a family of clustering algorithms that build nested clusters by merging or splitting them successively. The resulting hierarchy can be represented as a dendrogram, which shows the relationships between the clusters at different levels of granularity.

Agglomerative clustering is a specific type of hierarchical clustering that starts with each data point as a separate cluster and then iteratively merges the closest pairs of clusters until a stopping criterion is met (e.g., a desired number of clusters or a certain distance threshold). This bottom-up approach is called agglomerative because it starts with individual data points and aggregates them into larger clusters.

In summary, agglomerative clustering is a type of hierarchical clustering, but there are other types of hierarchical clustering algorithms that use different methods to build the hierarchy

For more [click here](https://towardsdatascience.com/agglomerative-clustering-and-dendrograms-explained-29fc12b85f23%23:~:text=Agglomerative%20Clustering%20is%20a%20type,in%20different%20clusters%20are%20dissimilar).

44. AdAboost vs Xgboost vs Stacking.

[click here](https://towardsdatascience.com/agglomerative-clustering-and-dendrograms-explained-29fc12b85f23%23:~:text=Agglomerative%20Clustering%20is%20a%20type,in%20different%20clusters%20are%20dissimilar)

45 List vs Tuple vs Set vs Dictionary?

List, Tuple, Set, and Dictionary are four different types of data structures in Python, each with its own characteristics and use cases.

1. List:

A list is a mutable data structure that can hold a collection of items of any data type. Lists are ordered, meaning that the items in the list are stored in a specific order and can be accessed by their position (index) in the list. Lists are defined using square brackets [ ] and separated by commas.

Example:

cssCopy code

fruits = ['apple', 'banana', 'orange']

1. Tuple:

A tuple is an immutable data structure that is similar to a list, but its contents cannot be changed after creation. Tuples are defined using parentheses () and separated by commas. Tuples are often used for returning multiple values from a function or for representing a fixed set of values.

Example:

arduinoCopy code

point = (3, 4)

1. Set:

A set is an unordered collection of unique items. Sets can be created by enclosing a sequence of items in curly braces { } or by using the set() function. Sets are often used for performing set operations such as union, intersection, and difference.

Example:

makefileCopy code

numbers = {1, 2, 3, 4, 5}

1. Dictionary:

A dictionary is a collection of key-value pairs. Each key in the dictionary maps to a corresponding value. Dictionaries are unordered, mutable, and indexed. Dictionaries are defined using curly braces { } and separated by commas. The key-value pairs are separated by a colon (:).

Example:

arduinoCopy code

person = {'name': 'John', 'age': 30, 'city': 'New York'}

In summary, lists are used for storing an ordered collection of items that can be modified, tuples are used for immutable collections of items, sets are used for collections of unique items, and dictionaries are used for storing key-value pairs.

46. Difference between for loop and while loop?

Both **for** and **while** loops are used in programming to repeatedly execute a block of code until a certain condition is met. However, they differ in their syntax and usage.

A **for** loop is generally used when you know the number of iterations beforehand. It has the following syntax:

yamlCopy code

for variable in sequence: # execute code

In this syntax, **variable** is assigned the value of each element in **sequence**, and the code block is executed for each element. **sequence** can be a list, tuple, string, or any other iterable.

On the other hand, a **while** loop is used when you don't know the number of iterations beforehand. It has the following syntax:

arduinoCopy code

while condition: # execute code

In this syntax, the code block is executed repeatedly as long as the **condition** is true. The **condition** is usually a comparison between two values or variables.

The choice between **for** and **while** loop depends on the specific requirements of the program. If you know the number of iterations beforehand, it's usually easier and more concise to use a **for** loop. If you don't know the number of iterations and need to repeatedly execute code until a certain condition is met, a **while** loop is the better choice. However, it's important to be careful when using a **while** loop to avoid creating an infinite loop that can crash the program.

47. Return vs Print in python

**return** and **print** are both used in Python to output values, but they serve different purposes.

**print** is a built-in function that prints values to the console. It is used to display information to the user or to debug a program. The output is usually displayed on the console or terminal, but it can also be redirected to a file or other output stream.

**return** is a keyword used in functions to specify the value that should be returned to the caller when the function is called. It is used to exit the function and return a value to the caller. The returned value can be assigned to a variable, used in an expression, or passed as an argument to another function.

Here are some guidelines for when to use **return** and **print**:

* Use **print** when you want to output information to the user or for debugging purposes. **print** statements are not necessary for a function to work properly.
* Use **return** when you want to exit a function and return a value to the caller. The returned value is often used by the caller for further processing.

In general, you should use **print** when you want to display information to the user or for debugging purposes, and use **return** when you want to return a value to the caller. However, there may be situations where you need to use both **print** and **return** statements in a function to achieve the desired functionality.

48. Lambda Map vs Lambda Filter vs Lambda Reduce

* **Map()**: Perform the same operation on all elements in an iterable. An example is performing a log transformation on each element.
* **Filter()**: Filters a subset of elements that meets a certain (set of) condition(s). An example is to filter out sentences that contain a specific string.
* **Reduce()**: Performs an operation on an iterable, yielding a single-valued outcome. A common example is to sum all elements in a list, yielding a single number as output.

49. LOC vs ILOC difference ?

**loc** and **iloc** are both indexing methods in Python Pandas that are used to select rows and columns from a DataFrame or a Series object.

**loc** is used to select data based on labels or values in the index of the DataFrame or Series object. It takes two arguments: the row label(s) and the column label(s) to be selected. For example, if you want to select rows with labels "A" and "B" and columns "X" and "Y", you can use the **loc** method as follows:

cssCopy code

df.loc[['A', 'B'], ['X', 'Y']]

**iloc**, on the other hand, is used to select data based on the integer location of the rows a///nd columns in the DataFrame or Series object. It takes two arguments: the row integer(s) and the column integer(s) to be selected. For example, if you want to select the first two rows and the first three columns, you can use the **iloc** method as follows:

cssCopy code

df.iloc[:2, :3]

In summary, **loc** is used to select data based on labels or values, while **iloc** is used to select data based on integer location.

50.